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Abstract-To cluster a large set of unlabelled images in the 
absence of training data remains a difficult task. A convolutional 
neural network (CNN) is suggested as a solution to clustering in 
order to deal with this issue. The suggested approach applies deep 
learning immediately to test data after receiving an input image set, 
as opposed to first building a training data set and then training a 
neural network on it. 
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I.  INTRODUCTION  
Image clustering is a fundamental problem for many image 
processing and computer vision applications. Nowadays, a huge 
number of images have been uploaded to cloud for sharing or 
storage. How to efficiently organize such large-scale image data 
is a challenging issue. In general, most research works on large-
scale image clustering were based on feature encoding, such as 
hashing, which can largely reduce the dimensionality of image 
features so as to make large-scale clustering possible. However, 
reducing the dimensionality of features is equivalent to 
decreasing the representational power, leading to unsatisfactory 
clustering performance. Besides, the hash-based approaches 
usually assume that features are extracted before hash encoding. 
Different feature representations might lead to redesigning hash 
functions because of different number of dimensions or value 
ranges of feature vectors[1].  

Clustering methods can be roughly categorized into hierarchical 
clustering and centroid-based clustering. The most popular 
algorithms for hierarchical clustering are agglomerative 
clustering. In agglomerative clustering, initially, individual 
samples in input data are considered as a cluster containing a 
single sample. Then, in each iteration, the two closest clusters in 
the raw or feature domain are merged into a cluster and the 
centroid of the merged cluster is computed accordingly. By 
iteratively merging the two closest clusters and updating the 
associated cluster centroids each time, we finally obtain the 
desired number of clusters and the corresponding centroids, 
which is, however, computationally very expensive for a large 
dataset. In contrast, centroid-based clustering (e.g., k-means and 
spectral clustering) randomly picks k samples from the input 
data as initial cluster centroids. Then, each sample finds its 
closest cluster centroid and is assigned with the corresponding 

cluster label. As a result, the cluster centroids are updated 
according to the clustering result. The clustering and centroid 
updating are sequentially iterated until converging to a solution 
point[5]. To further improve clustering performance, some 
advanced techniques such as spectral clustering and matrix 
factorization were proposed to map visual features to another 
discriminative feature space to boost clustering performance. 
Such centroid-based clustering is more suitable for large-scale 
data clustering than hierarchical clustering due to less memory 
usage and computational power requirements[10]]. The 
effectiveness of centroid-based clustering, nevertheless, highly 
relies on feature representational power. 

II.CONVOLUTIONAL NEURAL NETWORKS 
Convolutional neural networks (CNNs) have been widely used 
in image recognition tasks. There are several reasons why CNN 
models are gaining popularity. For instance, CNN models have a 
deeper architecture; thus, it can analyse more detailed features in 
images than traditional neural networks (NNs). The typical 
structure of CNNs has three layers, that is, the input layer, 
hidden layer, and output layer[11]. Raw images are fed into the 
input layer and further transferred to the hidden layer to perform 
feature extraction tasks. The hidden layer is composed of 
convolution, pooling and fully connected layers. Feature 
extraction in the convolution and pooling layers is the main 
characteristic of a CNN model[4]. The convolution layer can 
automatically extract features from raw images by convoluting 
the raw images with a sliding window of a fixed-size filter. The 
function of the pooling layer is to reduce the dimensionality of 
feature maps while retaining relevant features. Generally, the 
fully connected layer is the last layer of a CNN model, which 
then flattens feature maps to perform classification[3]. 

III. DESIGNING AN IMAGE CLUSTERING ALGORITHM. 
Consider the data set from Kaggle, for creating an image 
clustering model to classify the given images into two 
categories, namely toys or consumer products, and read the text 
written on the consumer products.  The following are a few 
images from this data set. 
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For feature extraction, algorithm used Resnet50, pre-trained 
CNN model to remove the final layer of neurons used for 
prediction of classes. Image was put into the CNN and retrieved 
the feature vector as an output, which is a flattened array of all 
the feature maps learned by the CNN at the second last layer of 
Resnet50. This output vector can be given to a K means 
clustering algorithm which classify our images into the desired 
number of classes. The following figure shows the clusters that 
were made by this approach[2]. 

 

Figure 1: Clusters generated using K-Means. 

The code for this visualization is as follows 

 

 CONCLUSION 
CNN models have shown promising results in classifying 
visually similar images. Different CNN architectures and 
techniques have been developed to achieve this task, and 
visualization techniques have been developed to aid in 
understanding the learned features of CNNs. These advances in 
CNNs will continue to contribute to the development of more 
accurate and efficient models for classifying visually similar 
images. This paper proposes an image clustering method to 
cluster visually similar images together using deep learning and 
clustering. It is entirely possible to cluster similar images 
together without even the need to create a data set and training a 
CNN on it. 
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